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INTRODUCTION

An exponential growth in the amount of stored and pro-

cessed data has resulted in a rapid transformation of compu-

tational intelligence from a disparate set of heuristic methods

into an applied discipline that is in high demand and is capa-

ble of transforming all human activities. With the use of intel-

ligent systems becoming widespread, the requirement to

make them flexible and stable has grown too, which means

that they should be steady to any kind of data, adaptive to

altering conditions, and must demonstrate transparency for

the interpretation of their results. These properties can be

administered with the help of arduous mathematical algo-

rithms. The primary attribute of the mathematical methods

must be that they should be capable of optimizing the objec-

tive functions.
To solve many of the problems that are critical for classifi-

cation errors, it is not only the quality of the classification

that is of importance but also the ability to present the infor-

mation about the decision-making process in a human-

readable form, for example, in the form of a set of rules. In

this case, the systems built by a combination of the neural

network approach and fuzzy logic (the neuro-fuzzy systems)

can significantly expand the range of tasks to be solved. The

essential features of fuzzy systems also include the possibility
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of obtaining a fuzzy classification at the output, which in
practice often avoids making wrong decisions; for example,
in cases of uncertainty. Neural networks and neuro-fuzzy sys-
tems, as well as adequate learning and self-learning proce-
dures used for solving practical data classification problems,
allow to significantly automate this process without requiring
an expert in the subject area of the problem to be solved.

Unsupervised learning is one of the most popular areas of
computational intelligence because it does not require any
preliminary data marking, which can be almost unfeasible
while dealing with data volumes typical for up-to-date tasks.
One of the primary tasks for unsupervised learning is
clustering.

Currently, theoretical and applied research in the field of
cluster analysis is characterized by increased attention to the
problems of clustering data of arbitrary character under con-
ditions of current and a priori uncertainty that may also con-
tain data with significantly overlapping clusters. For now,
many types of intelligent clustering systems (especially hybrid
neuro-fuzzy systems) have been developed.

Data mining under conditions of structural and parametric
uncertainty is one of the significant problems while dealing
with artificial intelligence. The most effective methods for
solving this problem have to do with the area of intelligent
control, which is based on artificial neural networks (Jang,
1993; Kohonen, 2001; LeCun, Kavukvuoglu, & Farabet,
2010) and fuzzy inference systems (Bezdek, 1981; Kosko,
1992; Zadeh, 1965). In this case, an extensive class of pro-
blems such as emulation, identification, prediction, classifica-
tion, fault detection, and clustering should be solved during
the analysis procedure.

The clustering task is especially important because it is
solved without supervision. At the same time, the clustering
problem is complicated by the fact that the clusters tend to

2 Self-learning and Adaptive Algorithms



have a rather complicated shape, substantial overlapping,
inside data distributed with different densities, and different
volumes for the clusters. Traditional methods for solving the
clustering problems (Cover, 1968; Hoeppner, Klawonn,
Kruse, & Runkler, 2000; MacQueen, 1965; Ruspini, 1969;
Xu & Wunsch, 2009) are based on a priori assumptions
about the nature of data distribution and the properties of a
sample. Therefore, when it’s required to process a growing
dataset sequentially (their properties may change over time),
it becomes reasonable to use complex hybrid methods based
on neural networks (Bodyanskiy, 2005), collective inference
methods (Das, Abraham, & Konar, 2009; Dietterich, 2000),
and type-2 fuzzy systems (Mendel, 2001; Zadeh, 1975),
which are capable of operating with a higher degree of uncer-
tainty for input data.

An analyst should have a vast knowledge of mathematical
methods and must have a sound background on fuzzy logic
and clustering methods. This is because of the need for a vari-
ety of these methods and a high number of parameters to be
tuned. Several new effective clustering methods have been
developed for solving specific tasks, but they cannot be gener-
alized for other cases (as a matter of fact, it has to do with
data processing in a sequential mode and using some
advanced approaches to fuzzy logic). Therefore, universal
and unified methods for adaptive clustering in an online
mode under high-level a priori conditions and the prevailing
uncertainty in the features of data distribution should be
developed. Neuro-fuzzy systems bulit on these principles,
which are capable of automatic adaptation to the task’s con-
ditions, seem promising.

To date, many types of original classification and cluster-
ing systems have been developed, including hybrid architec-
tures of neuro-fuzzy systems. It should be noted that the
classical neuro and neuro-fuzzy methods have significant
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limitations, including low convergence rate (due to the use of

learning procedures based on the back-propagation method),

the impossibility of functioning under conditions of signifi-

cant overlapping of data clusters, and the lack of a priori

information (for example, an unknown number of clusters).

Some existing neural networks do not have any neuro-fuzzy

analogs.
Many actual tasks cannot be solved with the help of classi-

cal statistical methods of data processing and analysis, which

require the development and application of more flexible

architecture and methods. Due to the factors mentioned

above, the task of developing new hybrid neuro-fuzzy net-

works, effective methods for their learning and self-learning,

which can function in conditions of a priori and current

uncertainty regarding the nature of distribution and signifi-

cant overlapping of data clusters, seems to be quite relevant.
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CHAPTER 1

REVIEW OF THE PROBLEM AREA

1.1. LEARNING AND SELF-LEARNING PROCEDURES

A learning process always involves a system which can
be described by a vector of parameters to be learned

c ¼ ðc1;…; cmÞT and input data which are a sequence of

observations X ¼ f~xðkÞ∣0≤ k≤Ng, where an n-dimensional

feature vector gives observation for each object ~xðkÞ ¼
ðx1ðkÞ;…;xnðkÞÞT . We can define a function describing a
system’s error by Eq. 1.1 (Tsypkin, 1970):

EðcÞ ¼
Z
X
Jðx; cÞpðxÞdx ð1:1Þ

where J x; cð Þ is some predefined objective function and p xð Þ is
the density distribution for x in X.

For a continuous function E x; cð Þ, the purpose of learn-
ing procedure is to achieve an optimum state for the sys-
tem c ¼ c� when the functional (Eq. 1.1) attains an

extremum value ∇EðcÞ ¼ ∇cJðx; cÞ ¼~0. Usually, the state c�
cannot be determined accurately due to the lack of
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information, as, in general, the distribution density p xð Þ is
also unknown.

If some information about the desired reaction for the sys-
tem is available for a subset XT ∈X, it is called a learning set
(a training set), and responses yðxÞ;x∈XT corresponding to
each element are called a learning signal (a training signal).
Thus the purpose of learning procedure, in this case, is to
minimize the differences between a system’s actual output
ŷðx; cÞand desired output y xð Þ. The objective function J x; cð Þ
which minimizes the functional (Eq. 1.1) can be defined (in
the purest form) as

Jðx; cÞ ¼ ‖yðxÞ � ŷðx; cÞ‖2: ð1:2Þ

Analytical or numerical minimization of these objective
functions leads to a variety of supervised learning algorithms.

If the training signal y xð Þ is unavailable, construction of
the objective function becomes less trivial. In the most gen-
eral terms, the self-learning process aims to minimize a
divergence between the actual density function p(x) and

the approximated one p̂ x; cð Þ based on the system’s
performance:

Jðx; cÞ ¼ p̂ðx; cÞ � pðxÞ� �2
:

Since neither p xð Þ nor p̂ðx; cÞ can be measured directly, it
leads to a wide variety of objective functions and algorithms
based on these functions.

The main feature of intelligent systems is their ability of
learning and self-learning, i.e., the ability to make generaliza-
tions based on available and incoming data. This fact allows
them to be used for solving problems automatically under
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specific conditions, such as lack of a priori information about

the data nature and the subject area.
Learning procedures can be described in the form of sto-

chastic difference and differential equations for tunable para-

meters of a system. In some cases, these equations have an

exact solution, but numerical methods are commonly used to

ensure an asymptotic convergence to an optimal solution.

This leads to the fact that most of the learning procedures are

iterative.
Most of the learning procedures can be attributed to either

of these two basic classes: supervised learning and unsuper-

vised learning (self-learning). In the supervised learning case,

the data contain both input information and examples of

desired system responses to the input data that make it possi-

ble to train the system by comparing its output signal with

samples. In case of unsupervised learning, the system has no

information about desired outputs, and its task is to detect

patterns in a dataset when any data element is not a solution.

1.2. CLUSTERING

Clustering (automatic classification) is one of the primary tasks

in data mining, and it implies isolation of similar observations in

a dataset in the most general case. In the formal form, the clus-

tering problem is formulated as follows: given a data sample

X consisting N observations X ¼ f~xðkÞ∣0≤ k≤Ng where

each observation is an n-dimensional feature

vector, ~xðkÞ ¼ ðx1ðkÞ;…;xiðkÞ;…; xnðkÞÞT . It is often conve-

nient to have a data sample in a matrix form

X ¼ fxkig; 1≤ k≤N; 1≤ i≤ n. These forms are similar.
A solution for the clustering problem is to find a partition

matrix U ¼ fuðkÞjg; 1≤ k≤N; 1≤ j≤m where uðkÞj ¼ 1
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stands for an observation’s membership level xðkÞ to the j�th

cluster, 1≤ j≤m≪N. A general formulation of the problem

does not regulate whether some clusters are set beforehand or

found by an algorithm.
The feature that differentiates this problem statement from

the classification is that no membership tag is specified for a

group for any data subset, i.e., clustering is an unsupervised task.
Decision for clustering problems is fundamentally ambigu-

ous. The various reasons for this are as follows:

(1) There is no best or universal quality criterion or objective

function for a clustering problem. However, there is a

vast number of heuristic criteria, as well as some

algorithms without a clearly expressed criterion, and all

of them can give different results.

(2) Some clusters are usually previously unknown and are set

based on some subjective considerations.

(3) A clustering result strongly depends on a metric which is

typically subjective and determined by an expert.

(4) Evaluation of the clustering quality is also subjective.

1.2.1. Clustering Methods

Although there are a lot of clustering approaches, this book

mainly focuses on prototype-based methods (Borgelt, 2005;

Xu & Wunsch, 2009). These methods select a small number of

the most typical (averaged) observations (also called prototypes

or centroids) from a sample (or generating data based on it) and

divide the rest of the sample into clusters, based on their

proximity.
According to the clustering problem statement, the sample

should be divided into clusters, with similar observations
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